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A convenient way to estimate internal body time (BT) is essential
for chronotherapy and time-restricted feeding, both of which use
body-time information to maximize potency and minimize toxicity
during drug administration and feeding, respectively. Previously,
we proposed a molecular timetable based on circadian-oscillating
substances in multiple mouse organs or blood to estimate internal
body time from samples taken at only a few time points. Here we
applied this molecular-timetable concept to estimate and evaluate
internal body time in humans. We constructed a 1.5-d reference
timetable of oscillating metabolites in human blood samples with
2-h sampling frequency while simultaneously controlling for the
confounding effects of activity level, light, temperature, sleep, and
food intake. By using this metabolite timetable as a reference, we
accurately determined internal body time within 3 h from just
two anti-phase blood samples. Our minimally invasive, molecular-
timetable method with human blood enables highly optimized
and personalized medicine.

metabolomics | circadian rhythm | liquid chromatography mass
spectrometry | diagnostic tool

Many organisms possess a molecular time-keeping mecha-
nism, a circadian clock, which has endogenous, self-sus-

tained oscillations with a period of about 24 h. Circadian
regulation of cell activity occurs in diverse biological processes
such as electrical activity, gene/protein expression, and concen-
tration of ions and substances (1, 2). In mammals, for example,
several clock genes regulate circadian gene expression in central
and peripheral clock tissues (3–9), as well as metabolites in the
blood (10–15). Reflecting circadian regulation of such processes,
the potency and toxicity of administered drugs depends on an
individual’s body time (BT) (16–22). Drug delivery according to
body time improves the outcome of pharmacotherapy by maxi-
mizing potency and minimizing toxicity (23), and administrating
drugs at an inappropriate body time can result in severe side
effects (22). For example, rhythm disturbances were induced by
administration of IFN-α during the early active phase in mice,
although unaffected during the early rest phase (22); and the
time of administration of two anticancer drugs, adriamycin (6:00
AM) and cisplatin (6:00 PM), made a lower toxicity effect than
its antiphasic administration (24). However, several reports
showed that internal body time varies by 5–6 h in healthy humans
(25, 26) and as much as 10–12 h in shift workers without forced
entrainments (27, 28). Therefore, for efficient application of
body-time drug delivery or “chronotherapy” (16–20) in a clinical
setting, a simple and robust method for estimating an individual’s
internal body time is needed.
Additionally, the timing of food intake may contribute to

weight gain (29) and metabolic disease (30) because energy regu-
lation and circadian rhythms are molecularly and physiologically

intertwined (31–41). For example, mice fed a high-fat diet during
a 12-h light phase gain significantly more weight than mice fed only
during a 12-h dark phase (29). These results suggest that food
intake at different body times can alleviate or exacerbate diet-in-
duced obesity. Therefore, an accurate and convenient way to de-
tect internal body time may improve time-restricted diet strategies.
One conventional way to estimate human internal body time is

to periodically sample for more than 24 h the level of melatonin
or cortisol, which have robust circadian oscillations in the blood
(10–12). Although this strategy directly measures internal body
time, it requires labor-intensive constant sampling under con-
trolled environmental conditions to reveal metabolite peaks and
rhythms. To reduce this burden, we previously developed a mo-
lecular-timetable method (12, 42), which was inspired by Linné’s
flower clock (Fig. 1A). In Linné’s flower clock, one can estimate
the time of day by watching the opening and closing pattern of
various flowers. Similarly, by using our molecular timetable
method, one can estimate the body time of day by profiling the
circadian oscillation patterns of gene expression or metabolites
in the body. Compared with the conventional method, the mo-
lecular-timetable method requires only one or few time-point
samplings. In mice, this method works with the expression ac-
tivity of clock-controlled genes in different organs (42, 43) and
with oscillatory metabolites in blood plasma (12).
In this study, we applied this method to detect internal body

time using blood samples in humans (Fig. 1B). First, we used
liquid chromatography mass spectrometry (LC–MS) (44–46) to
measure the abundance of various metabolites in blood plasma
samples from several healthy human subjects over 1.5 d while
controlling for activity level, environmental changes, sleep, and
food intake. From these data we constructed a molecular time-
table of metabolites that oscillate over 24-h, arranged according to
their peak abundance during the day. This reference metabolite
timetable enabled us to accurately detect an individual’s body time
with only two samples of blood drawn 12 h apart. Our study
demonstrates that human internal body time can be detected using
limited time-point sampling and a reference metabolite timetable.
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Results
Construction of Human Blood Molecular Timetable. First, we aimed
to construct a molecular timetable that includes a list of oscillat-
ing metabolites in human blood with information on mean, am-
plitude, and peak time (PT) of metabolite abundance over 24 h.
We recruited six healthy volunteers (subjects A–F) who stayed
in an environmentally controlled sleep laboratory for about 2 wk
and underwent a forced desynchronization (FD) protocol con-
sisting of three activity routines—constant routine one (CR1),
then semiconstant routine (SCR), and finally constant routine
two (CR2) (Fig. 1 C and D). The FD protocol used in this study
was composed of the following three parts: (i) measurement
under CR1 (47) followed by (ii) a 28-h sleep–wake schedule for
7 d during SCR (48), and (iii) a second measurement under CR2.
The 28-h sleep–wake schedule enforces desynchronization be-
tween sleep homeostasis and circadian cycle. Therefore, the cir-
cadian clock of each individual runs according to his/her own
period length and hence reveals the variability of its natural
frequency or phase during CR2 after SCR.
Blood samples were collected every hour for 1.5 d in CR1 and

CR2 with a defined caloric amount of food eaten every 2 h. We
measured the time-course abundance of melatonin and cortisol

in these blood plasma samples by RIA and found a wide varia-
tion in melatonin and cortisol rhythms (Fig. 1E). We used blood
samples from three subjects (subjects A–C) in CR1 to construct
a standard metabolic timetable because their body time most
closely matched each other and previously reported melatonin
and cortisol rhythms. We note that constructing a timetable with
any combination of subjects did not change the results of our
study (SI Results and Discussion).
We used an LC–MS system to obtain the abundance of various

metabolites for each subject at 17 time points (every 2 h) in each
constant routine (CR1 or CR2) for a total of 204 samples. Using
the three blood sample sets of CR1 from subjects A–C (51
samples in total) for molecular timetable construction, 2,541 and
1,796 metabolite peaks were detected in the positive and nega-
tive ion modes, respectively. To select circadian-oscillating me-
tabolite peaks from these, we performed cosine fitting to the
mean peak area of each sample set, which is averaged over three
individuals at the same time point, and tested the significance of
circadian rhythmicity by permutation tests (i.e., calculating the
probability by using randomly shuffled time-course data of mean
peak area). With the cutoff false discovery rate (FDR; the ex-
pected proportions of false positives in the selected set) of ≤0.1,
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Fig. 1. Experimental condition. (A) The concept of
body-time detection with conventional and molec-
ular timetable methods illustrated by Linné’s flower
clock. In the conventional method a single indicator
monitored over a few days detects internal body
time; in the molecular timetable method, multiple
metabolic “flowers” are simultaneously measured
at a few time points, which reduce efforts in sam-
pling. (B) Metabolite timetable construction. We
collected time-course blood samples, isolated
plasma, measured with LC–MS, and selected circa-
dian-oscillating metabolites as indicators. In body-
time detection, we collected blood samples at a few
time points, isolated plasma, measured with LC–MS,
and estimated body time. (C) Image of the constant
routine (CR) experiments. During CR, subjects
stayed in chairs while various measurements were
performed. Note: the man in this picture is dem-
onstrating the set-up and is not an actual subject in
this study. (D) Sampling schedule for each subject.
Black circles indicate the time points when blood
samples were taken and when subjects ate during
CR. White boxes indicate the time when subjects
were awake, and black boxes indicate when they
were asleep. The blood samples of three subjects
during CR1 were used for timetable construction,
and other samples were used for body-time esti-
mation. (E) Measured melatonin (Upper) and cor-
tisol (Lower) rhythms in the collected blood samples
during CR1 (Left) and CR2 (Right). The cortisol and
melatonin levels show that some subjects (e.g.,
subject E in CR2) have shifted internal body time
against sampled time. CR, constant routine; SCR,
semiconstant routine; BT, body time; LC–MS, liquid
chromatography mass spectrometry.
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we obtained 142 and 168 metabolite peaks of positive and negative
ions, respectively, as circadian-oscillating metabolite peaks. These
peaks include circadian-oscillating metabolite peaks with larger or
smaller amplitudes and, as a result, some of them show variability
among the three individuals. This is because our initial test only
selects for peaks with significant circadian rhythmicity, but not
significant amplitude. Thus, we further selected circadian-oscil-
lating metabolite peaks with significant amplitude, whose circa-
dian amplitude was significantly larger than the variations among
individuals, with the cutoff FDR of ≤0.1 in a one-way ANOVA
analysis. Consequently, the substantial overall cutoff is 0.1 × 0.1 =
0.01 because metabolite peaks were filtered by two independent
criteria (FDR ≤ 0.1), and this is equivalent to FDR ≤ 0.01 used in
our previous mouse study (12). As a final set of circadian-oscil-
lating metabolites (with significant rhythmicity and amplitude), we
obtained 33 and 25 metabolite peaks of positive and negative ions,
respectively (Fig. 2 and Dataset S1). The procedure for the mo-
lecular timetable construction is illustrated in Fig. S1. The number
of metabolite peaks (58 peaks) is adequate for body-time esti-
mation because we previously found that 20 metabolites were
sufficient for accurate body-time estimation (12).

Body-Time Estimation with Metabolic Molecular Timetable. We an-
alyzed the remaining nine blood sample sets (three sample sets
from subjects D–F in CR1 and all six sample sets from subjects
A–F in CR2) to test the accuracy of our molecular timetable
method. To evaluate its accuracy, we determined the “expected
body time” for each sample set by a conventional method (Fig.
1A) using cosine fitting to time-course data of cortisol abundance
over 1.5 d (Fig. 1E, Lower). Although we used cortisol peak time
for this purpose, we did not detect a significant difference when
we determined the expected body time based on dim-light mel-
atonin onset (DLMO) (SI Results and Discussion). Each sample
showed a wide range of expected body time. For example, some
samples showed expected body time that is almost identical to
the sampled time (Fig. 3A, black bars), whereas one showed
expected body time that was almost antiphasic to the sampled
time (Fig. 3A, white bar). Remaining samples showed expected
body time with an intermediate difference from the sampled
time (Fig. 3A, gray bars). The observed variability did not result
from errors of the conventional method, but reflect individual
differences of internal body time because each sample showed
similar expected body time when calculated from the 1.5-d time-

course abundance data of melatonin (Fig. S2A). Accordingly, we
categorized nine sample sets into three groups on the basis of the
magnitude of the differences between expected body time based
on a cortisol rhythm and sampled times: small shift group (CR1
of subject F; CR2 of subjects B and C), moderate shift group
(CR1 of subjects D and E; CR2 of subjects A, D, and F), and
large shift group (CR2 of subject E).
Next, we calculated the “estimated body time” for each sample

set (Fig. 3 B–E and Table S1 and Figs. S2 B and C) by our
molecular timetable method using the constructed reference
metabolite timetable of human blood (Fig. 2). For body-time
estimation, we used only two samples of blood drawn 12 h apart.
We derived 11 estimated body-time values for each sample set
consisting of 17 samples (Fig. 3E) and then compared the esti-
mated body time with the predetermined expected body time
(via conventional method) to evaluate the accuracy of our mo-
lecular timetable method. In the small shift group, the differ-
ences between estimated and expected body time were within 2 h
(Fig. 3 B and E). The result was comparable to the previous
study using mouse blood samples (12). In the moderate shift
group, the differences were within 3 h (Fig. 3 C and E) and in the
large shift group, the differences were about 3 h (Fig. 3 D and E).
In these two groups, the differences were larger than the small
shift group. However, in the moderate shift groups, only 3 time
points (out of 55) differed by more than 2 h. The time difference
of this method (<3 h) is less than the range of the internal body
time of shift workers (27, 28). These results suggest that our
molecular timetable method can correctly detect shifts of in-
ternal body time.

Identification of Metabolites with Circadian Oscillation. Identifica-
tion of the circadian-oscillating metabolites is important for
connecting our current metabolite timetable of human blood to
previously reported circadian biology in humans. Identification is
also important for further development of our method because
once a metabolite is identified, we can update the circadian-
metabolite reference list in our human blood timetable, which
will improve the sensitivity and specificity of the molecular
timetable (12, 42). Therefore, we attempted to identify several
circadian-oscillating metabolites in constructing our metabolite
timetable and found that a large fraction belong to the steroid
hormone metabolism pathway (Fig. 4 and Fig. S3 A and B).
These include cortisol (Fig. 4A), cortisone (Fig. 4B), urocorti-
sone-3-glucronide (Fig. 4C), pregnanolone sulfate-like metabo-
lite (Fig. 4D), and urocoritsol-3-glucronide (Fig. 4E) as well as
the amino acids, phenylalanine (Fig. 4F), tryptophan (Fig. 4G),
and leucine (Fig. 4H). Cortisol is a well-known circadian-oscil-
lating metabolite in the blood (11), and cortisone is a direct
metabolite of the cortisol also found in the blood (49). Uro-
cortisone-3-glucuronide and urocortisol-3-glucronide are glucu-
ronide forms of urocortisone and urocortisol, respectively, which
are downstream metabolites of cortisol and cortisone. A preg-
nanolone isomer and its precursor (progesterone) were also
found as circadian-oscillating metabolites in the brain and blood
(50). The circadian oscillations in the human blood of cortisol
and cortisone were also detected in the recent report about the
human circadian metabolome (13). The peak times (PT) of the
cortisol, cortisone, and urocortisone-3-glucronide were around
the afternoon (PT12–PT15; we defined PT12 as noon), and peak
times were aligned catabolically according to the steroid metab-
olism pathway from upstream to downstream (Fig. S3E). The peak
time of the corticosterone in the mouse plasma samples was
CT11.7 (corresponding to PT17.7 in this human study, because
both CT6 and PT12 indicate noon) in our previous study (12), and
is ∼3–6 h later than human peak time. The amino acids, phenyl-
alanine, tryptophan, and leucine were also identified as oscillating
metabolites in our mouse plasma study (12), and peak times in
mouse and human plasma were ZT18.7–18.9 (corresponding to
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Fig. 2. Heat maps of circadian-oscillating metabolites in the human time-
table. Circadian-oscillating metabolite peaks in the plasma samples [positive
ions (A); negative ions (B)] are shown. Some metabolites in this heat map
were identified and shown in Fig. 4. On the heat maps, magenta tiles in-
dicate a high quantity of substances and green tiles indicate a low quantity
in plasma. Metabolites are sorted according to their molecular peak time.
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PT0.7–0.9 in this human study because both ZT6 and PT12 in-
dicate noon), and PT2.2–3.1, respectively, which might reflect
the similarity in the phase of the central clock between diurnal
and nocturnal animals (51–56).
We also found several lipids among oscillating metabolites,

although these metabolites had weak amplitude and/or high
variability among individuals (Fig. S3 A–D). These lipids include
PG(18:1(9Z)/0:0), a glycerophospholipid (Fig. S3C), and LysoPC
(16:0), a lysophospholipid (Fig. S3D). Peak times of these metab-
olites differed: PT12.0 [PG(18:1(9Z)/0:0)], and PT3.2 [LysoPC
(16:0)]. Lysophospholipids also showed circadian oscillation in
mouse plasma (12), but their peak time was almost antiphasic
(ZT8 in mice corresponding to PT14 in this study), which
might reflect the differences between human diurnality and
murine nocturnality.
The comparison of our identified circadian-oscillating metab-

olites to recent studies (13, 14) is explained in SI Results and
Discussion.

Discussion
In this study, we constructed a human blood metabolite timetable
from three individuals, and applied it to these individuals and three
other individuals after a forced desynchronization protocol. We
successfully detected internal body time in all individuals, even in
the different experimental conditions (Fig. S4), which suggests the

robustness of our metabolite-timetable method against individual
genetic differences. Interestingly, some individuals such as subjects
E and F showed 6.8-h and 3.5-h delayed internal body time in
constant routine 2 after they experienced a semiconstant routine of
enforced 28-h sleep–wake cycles, in comparison with those in
constant routine 1 (Fig. 3A). Importantly, these delays after
enforced sleep–wake cycles were successfully detected by using our
metabolite timetable method (Fig. 3 C and D). These results sug-
gest that the molecular timetable method has potential to be
a body-time estimation tool for humans in both normal and ab-
normal environments like enforced sleep–wake cycles.
Abnormal environments such as shift working, jet lag, and

other irregular lifestyles, cause changes in the internal body time
of individuals (57). In addition to abnormal environments, ge-
netic differences such as familial advanced sleep phase syndrome
(FASPS) also cause changes in the internal body time of indi-
viduals (58–60). Brown et al. recently developed a method to
potentially detect the circadian rhythm disorders caused by ge-
netic differences (61, 62). They collected skin samples from
human subjects, cultured these cells, and transfected them with
a clock-controlled reporter to characterize the features of the
molecular clock in these tissues. They found that the circadian
rhythmicity in isolated cells is correlated with the chronotypes of
the subjects, implying that the method could detect circadian
rhythm disorders caused by genetic differences. Our molecular
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Fig. 3. Estimation of human body time. (A) Dif-
ference between expected body time and sampled
time. Nine sample sets for body-time estimation
were classified into three groups by the magnitude
of the difference: small (black), moderate (gray),
and large (white). (B–D) Body-time estimation at
12 h on the first day for nine sample sets in small (B),
moderate (C), and large (D) body-time difference
groups. Colors of the dots indicate the molecular
peak times of each metabolite. Peak time of the red
cosine curves indicates estimated body time and
peak time of the blue indicates the time of the
expected body time. The smaller the distance be-
tween red and blue curves, the greater the accuracy
of the measurement. Dashed vertical lines show the
estimated body time (red), expected body time
(blue), or the time the sample was taken (black). In
all subjects, expected body time (based on cortisol
rhythm) and estimated body time (based on mo-
lecular timetable) were similar, indicated by the
close proximity of the blue and red dashed lines. (E)
Summary of body-time estimation. Difference be-
tween expected and estimated body time for all
estimated samples is shown. The leftmost three
samples were ones in the small difference group,
the middle five samples were in the moderate dif-
ference group, and the rightmost sample was in the
large difference group. All samples estimated in-
ternal body time within or around 3-h differences
between expected and estimated body time. BT,
body time.
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timetable method can detect both genetic and environmental
circadian rhythm disorders, but cannot distinguish between
them, whereas Brown et al.’s method can detect genetic but not
acquired disorders. These two methods are therefore comple-
mentary for detecting circadian rhythm disorders. Our metabo-
lite timetable method may provide a good platform for the initial
screening of body-time abnormality caused by either abnormal
environments or genetic differences, because our method is
minimally invasive and less labor intensive compared with the
conventional method or biopsy adopted in Brown et al. (61, 62).
Moreover, the metabolite timetable method can track the tran-
sient dynamics of internal body time, which cannot be detected
by conventional time-course sampling method. It will be in-
teresting in the future to determine whether our timetable
method can detect internal body time differences caused by such
abnormal environments or genetic differences.

In this study, we usedmetabolites in blood to detect the internal
body time. We note that a molecular timetable concept can be
applied not only for circadian-oscillating metabolites, but also for
other circadian-oscillating substances (12, 42) and in other tis-
sues like human hair follicle cells from the head or chin (63).
Comparing molecular timetable methods with different reference
molecules such as clock-controlled RNAs in humans will be of in-
terest to reveal internal synchronization (or desynchronization)
between different peripheral clocks such as blood clocks and
skin clocks.
In summary, our study shows the possibility that a metabolic

molecular timetable can be a convenient diagnostic tool. A mini-
mally invasive internal body-time detection method is essential for
facilitating the development of chronotherapy to realize tailored
medication regimens as well as for efficient time-restricted feeding
to avoid or cure obesity. To measure the abundance of metabolites
for body-time estimation, we used LC–MS analysis, which is rarely
implemented in current clinical hospitals. However, bench-top MS
machines are beginning to appear, and they might be available at
hospitals in the future as a routine diagnostic tool; additionally, it
may be possible to develop a simpler diagnosis kit using antibodies
against a subset of selected circadian metabolites. In any case, our
method is more pragmatic than serial time-course sampling be-
cause only a few samples are required for body-time estimation
and because blood is an easy tissue to sample and analyze.
Moreover, our timetable is robust against personal differences
because we selected metabolites that oscillated independently of
the individual, food intake, sleep, light, and temperature. Thus, the
metabolite timetable proposed in this study will provide a conve-
nient way to estimate human body time and may lead to highly
optimized and personalized medicine in the future.

Materials and Methods
Subjects. Six healthy, male volunteers, aged 20–23 y (mean age 21.5 y) par-
ticipated in this study. Subjects had regular sleep–wake patterns, normal
hematology, and urinalysis data, and no history of psychiatric disease
(assessed by the Mini-International Neuropsychiatric Interview) or severe
physical disease. Written informed consent was obtained from each subject.
See SI Materials and Methods for details.

Measurement of Metabolites. The LC system used was an Agilent 1290 infinity
HPLC (Agilent Technologies) with the KEIOMasterHands software (64). See SI
Materials and Methods for details about the sample preparation, measure-
ments, and data preprocessing.

Construction of Molecular Timetable. We chose peaks that were detected and
associated at nine or more time points in all three subjects (subjects A–C) in
CR1. For each chosen peak, we performed two statistical tests for selecting
candidates for the timetable. See SI Materials and Methods for details.

Body-Time Estimation. Body-time estimation was performed as described for
the previous mouse blood study (12). Expected body time of nine sample sets
for body-time estimation (subjects D–F during CR1, and all six subjects during
CR2) were determined on the basis of peak times of the cortisol rhythms
(Fig. 1D, Lower). See SI Materials and Methods for details.

MS Identification of Oscillating Metabolites. LC MS/MS analysis was per-
formed for unknown peak identification based on the method described
previously (12) with slight modification. See SI Materials and Methods
for details.

Ethics. The study was approved by RIKEN Kobe Institute Research Ethics
Committee (KOBE-IRB-09-07) and the ethics committee of the National
Center of Neurology and Psychiatry (22–1-4). All participants have given
written consent for the use of material for this research purpose.
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Fig. 4. Identified circadian-oscillating metabolites. Abundance is shown of
cortisol (A), cortisone (B), urocortisone-3-glucronide (C), pregnanolone sul-
fate-like metabolite (D), (allo)urocortisol-3-glucronide (E), L-phenylalanine
(F), tryptophan (G), and L-leucine (H) in the blood sampled from three sub-
jects (subject A, subject B, and subject C) whose CR1 samples were used in the
metabolite timetable construction. X axes show the sampled time from 12 h
on day 2 to 20 h on day 3 in CR1, and y axes show area of the corresponding
peak in the LC–MS analysis.
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